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1 Overview and Objectives

Advanced software plays a fundamental role for large scientific projects - from designing experimen-
tal instruments to acquiring, reducing, and analyzing the data. In such projects, success requires
large-scale collaboration; software is the glue which enables teams of researchers to work together
to exploit accelerators, telescopes and other large scientific instruments. Building the requisite soft-
ware is technically challenging because of rapid evolution of computing technologies and increases
in data volume, requiring ever more sophisticated data processing and analysis. Individual projects,
experiments and researchers are typically organized to succeed at specific goals. Significant orga-
nizational, funding, and career advancement challenges exist, especially for university researchers,
to creating and sustaining software for an entire research community. The primary goal of the pro-
posed project is to produce a well-defined strategy for developing software and computing models
for use in high energy physics (HEP), particularly for the experiments collecting the very large data
sets anticipated in the “High-Luminosity Large Hadron Collider” (HL-LHC) era. The community
process envisioned will identify potential areas where U.S. university personnel can lead in key areas
of software development to help realize the full potential of the HL-LHC program.

The quest to understand the fundamental building blocks of nature, and their interactions, is
one of the most ambitious and enduring of human endeavors. Facilities such as the LHC, where
our research is conducted, represent a leap forward in our ability to answer these questions. The
discovery of the Higgs boson, the observation of exceedingly rare decays of B mesons, and strong
constraints on possible theories of physics beyond the Standard Model (SM) of particle physics
demonstrate the strong scientific reach of these experiments. Despite these achievements, funda-
mental questions remain, including: Why does nature express the symmetries embodied in the
SM, and not other equally elegant symmetries? Why are there (only) three generations of basic
building blocks of matter? Why are the masses of these building blocks so different from each
other, both within a generation and between generations? What is the dark matter which pervades
the Universe? Why is matter so dominant over antimatter in the Universe? Does space-time have
additional symmetries or extend beyond the 3+1 dimensions of which we know? What mechanism
stabilizes the Higgs mass from large quantum corrections at high energy? Are neutrinos their own
anti-particles? Can gravity and quantum mechanics be described in a consistent theoretical frame-
work? During Run 1 at the LHC, the ATLAS and CMS detectors stored data from integrated
luminosities of 30 fb−1 using almost 150 PB of disk and tape storage each. During the HL-LHC
era, these experiments plan to record data from 100 times as many collisions. The LHCb experi-
ment operates at lower luminosity, but records data from a much larger fraction of its interactions,
to study rare decays and matter-antimatter asymmetries. Already in Run 3 (starting in 2020), it
will process tens of exabytes of raw data each year using a pure software trigger. Processing and
analyzing multi-exabyte scale data sets requires new approaches to software and computing.

To help define a computing and software strategy for the HL-LHC era, we will organize work-
ing groups, workshops, and other discussions with participants from the HEP, scientific software
engineering and computer science communities. The first major product of the project will be
a Community White Paper (CWP) that identifies the key issues of computing infrastructure and
software R&D required to enable full realization of the scientific potential of the large investment in
upgraded detectors for the HL-LHC. The LHC experiments utilize state-of-the-art instrumentation
built and operated by large international collaborations. The U.S. is the largest national group
working in ATLAS and CMS, and it is positioned to make key contributions to the next generation
of software infrastructure as well as to upgraded detectors, operations, and data analysis. In addi-
tion to the CWP, we will prepare a Strategic Plan which identifies areas where U.S. university-based
researchers can lead important software infrastructure efforts that will complement those led by
U.S. national laboratory-based researchers and international collaborators. This will provide the
basis for a subsequent “Scientific Software Innovation Institute” (S2I2) implementation proposal.
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2 Physics Context

The Standard Model (SM) of particle physics is a quantum field theory of quarks, leptons, and their
interactions. It provides a coherent framework for understanding all experimental data, to date, at
the shortest distance scales. The Higgs boson discovery in 2012 [1,2] answered the last open question
of the Standard Model. It experimentally established the mechanism for electroweak symmetry
breaking and confirmed that fundamental particles acquire their masses via their interactions with
the Higgs field. However, the most interesting fundamental physics questions remain wide open.

The SM is incomplete: the “ordinary” matter it describes accounts for only 4.9% of the mass-
energy budget of the universe while dark matter, which interacts with ordinary matter gravita-
tionally, accounts for 26.8%. While we know something about dark matter at macroscopic scales,
we know nothing about its microscopic, quantum nature, except that its particles are not found in
the SM and they lack electromagnetic and SM nuclear interactions. This has motivated a large
number of SM extensions using the formalism of quantum field theory to describe physics beyond
the Standard Model (BSM physics). Constraints on BSM physics come from “conventional” HEP
experiments plus others searching for dark matter particles either directly or indirectly.

BSM physics also addresses a key feature of the observed universe: the apparent dominance
of matter over anti-matter. The fundamental processes of leptogenesis and baryongenesis are not
explained by the SM, nor is the required level of CP violation (the asymmetry between matter and
anti-matter under charge and parity conjugation). This motivates a diverse set of experiments with
both quarks and neutrinos.

The LHC was designed to search for the Higgs boson and for BSM physics – goals in the realm
of discovery science. The ATLAS and CMS detectors are optimized to observe and measure the
direct production and decay of massive particles. They have now begun to measure the properties
of the Higgs boson to test how well they accord with SM predictions.

Where ATLAS and CMS were designed to study high mass particles directly, LHCb was designed
to study heavy flavor physics where quantum influences of very high mass particles are manifest in
lower energy phenomena. Its primary goal is to look for BSM physics in CP violation (asymmetries
in the decays of particles and their corresponding antiparticles) and rare decays of beauty and
charm hadrons. As an example of how one can relate flavor physics to extensions of the SM,
Isidori, Nir, and Perez [3] have considered model-independent BSM constraints from measurements
of mixing and CP violation. They assume the new fields are heavier than SM fields and construct an
effective theory. Then, they “analyze all realistic extensions of the SM in terms of a limited number
of parameters (the coefficients of higher dimensional operators).” They determine bounds on an
effective coupling strength of the interaction in the limit that the dimensionless couplings unity. The
critical point of their results is that kaon, Bd, Bs, and D0 mixing and CPV measurements provide
powerful constraints that are complementary to each other and often constrain BSM physics more
powerfully than direct searches for high mass particles.

The Particle Physics Project Prioritization Panel (P5) issued their Strategic Plan for U.S.
Particle Physics [4] in late May, 2014. It was very quickly endorsed by the High Energy Physics
Advisory Panel and submitted to the DOE and the NSF. The report says, we have identified five
compelling line of inquiry that show great promise for discovery over the next 10 to 20 years. These
are the Science Drivers:

• Use the Higgs boson as a new tool for discovery

• Pursue the physics associated with neutrino mass

• Identify the new physics of dark matter

• Understand cosmic acceleration: dark matter and inflation

• Explore the unknown: new particles, interactions, and physical principles.

The HL-LHC will address the first, third, and fifth of these using data acquired at twice the

2



energy of Run1 and with 100 times the luminosity. As the P5 report says,

The recently discovered Higgs boson is a form of matter never before observed, and it is myste-
rious. What principles determine its effects on other particles? How does it interact with neutrinos
or with dark matter? Is there one Higgs particle or many? Is the new particle really fundamental,
or is it composed of others? The Higgs boson offers a unique portal into the laws of nature, and it
connects several areas of particle physics. Any small deviation in its expected properties would be a
major breakthrough.

The full discovery potential of the Higgs will be unleashed by percent-level precision studies of the
Higgs properties. The measurement of these properties is a top priority in the physics program of
high-energy colliders. The Large Hadron Collider (LHC) will be the first laboratory to use the Higgs
boson as a tool for discovery, initially with substantial higher energy running at 14 TeV, and then
with ten times more data at the High- Luminosity LHC (HL-LHC). The HL-LHC has a compelling
and comprehensive program that includes essential measurements of the Higgs properties.

In addition to HEP experiments, the LHC hosts the one of world’s foremost nuclear physics
experiments. “The ALICE Collaboration has built a dedicated heavy-ion detector to exploit the
unique physics potential of nucleus-nucleus interactions at LHC energies. [Their] aim is to study
the physics of strongly interacting matter at extreme energy densities, where the formation of a
new phase of matter, the quark-gluon plasma, is expected. The existence of such a phase and
its properties are key issues in QCD for the understanding of confinement and of chiral-symmetry
restoration.” [5] In particular, these collisions reproduce the temperatures and pressures of hadronic
matter in the very early universe, so provide a unique window into the physics of that era.

Summary of Physics Motivation: The ATLAS and CMS collaborations published letters of
intent to do experiments at the LHC in October 1992, a bit more than 20 years ago. At the time,
the top quark had not yet be discovered; no one knew if the experiments would discover the Higgs
boson, supersymmetry, technicolor, or something completely different. Looking forward, no one can
say what will be discovered in the HL-LHC era. However, with data from 100 times the number of
collisions recorded in Run 1, the next 20 years are likely to bring even greater discoveries.

3 Software and Computing Context

The primary goal of the S2I2 conceptualization process is to understand the software requirements
and challenges related to the high-luminosity LHC and to prepare a strategic plan for addressing
them. The DOE and NSF jointly invest ≈ $35M/year in ATLAS and CMS software and computing,
about half in hardware plus operations, about half in software professionals. The LHC funding
agencies, worldwide, invest about $150M/year in these enterprises. In 2014, the LHC experiments
used almost 175 PB of tape storage and slightly more disk storage. The event rate anticipated
for the HL-LHC era is 100 times greater, and even assuming the experiments significantly reduce
the amount of data stored per event, the total size of the datasets will be well into the exabyte
scale; they will be constrained primarily by costs and funding levels, not by scientific interest. One
long-term goal of a HEP S2I2 will be maximizing the return-on-investment to enable break-through
scientific discoveries using the HL-LHC detectors.

Software is ubiquitous in the process by which data is acquired, managed, processed and ana-
lyzed to produce physics results from experiments such as those at the LHC. For example, over the
past 15 years, more than 2000 CMS and ATLAS collaborators have written software well in excess
of 10M source lines of code (SLOC) to support their activities. This includes application-level
(algorithmic) software to support for number of stages in the typical data flow:

• data acquisition (DAQ)
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• high level trigger (HLT) - a software process, runs in (quasi-) real time to select a small subset
of data to be processed offline

• calibration and alignment of the detectors

• reconstruction - pattern recognition and related data reduction algorithms, typically in com-
mon for an entire experiment

• data analysis - activities initiated by individuals or groups within the experiment to select
data subsets and extract physics results

Also, and perhaps less obviously, simulations of detectors and physics are equally critical in prepar-
ing experiments and analyzing data. The number of nominal stages is similar. The CPU resources
used to generate simulated data often match, or even exceed, those used to process real data off-
line. In addition, the scale of the (geographically distributed) computing infrastructure requires
significant software development to support data, workflow and resource management.

Several major software sustainability challenges exist given the physics goals and 15-20 year
time scale of HL-LHC: (1) the evolution of computing hardware (processors, storage, networks)
and the need to find cost-effective solutions, (2) increased complexity of the data and/or detectors,
and (3) increased sophistication of analyses required from larger datasets.

The challenges for processor technologies are well known [6]. While the number of transistors on
integrated circuits doubles every two years (Moore’s Law), power density limitations and aggregate
power limitations have led to a situation where “conventional” sequential processors will be replaced
by parallel architectures, with consequent implications for changes to the algorithms implemented
in our software. Understanding how emerging architectures (from low power processors to parallel
architectures like GPUs to specialized technologies like FPGAs) will allow HEP computing to
realize the exponential growth in computing power required to achieve our science goals will be
a critical element of any R&D effort. Similar challenges exist when storage and network at the
scale of HL-LHC [7], with implications for the persistency and computing models and the software
supporting them.

The software landscape itself is quite varied. The preparations for LHC have yielded important
community software tools for data analysis like ROOT [8] and detector simulation GEANT4 [9,10],
both of which have been critical not only for LHC but in most other areas of HEP and beyond. Other
tools have been shared between some, but not all, experiments. Examples include the GAUDI [11]
event processing framework, RooFit [12] for data modeling and fitting and the TMVA [13] toolkit
for multivariate data analysis. Tools developed in collaboration with computer scientists include
FRONTIER [14] for cached access to databases, XROOTD [15] and dCache [16] for distributed
access to bulk file data, CERNVM-FS [17] for distributed and cached access to software, IgProf [18]
for profiling very large C++ applications like those used in HEP, and the Parrot [19] virtual file
system. In addition many software tools written by theorists are used heavily by the experiments,
including event generators such as SHERPA [20] and ALPGEN [21] and jet finding tools like
FastJet [22,23]. This is not meant to be an exhaustive list. The conceptualization process will need
to produce a full software map, along with specific ideas of the sustainability challenges for each
software package and relevance to the long-run HL-LHC and HEP programs.

More interesting is the 10M lines of code mentioned earlier that has been developed within in-
dividual experiments, often as a by-product of the physics research program and typically without
with the explicit aim of producing sustainable software. While much of the code is experiment
specific due to actual differences in the detectors and appropriate techniques, some of this is simply
redundant development of different implementations of the same functionalities. Long term sus-
tainability issues exist in many places in such code. One obvious example is the need to develop
parallel algorithms and implementations for the increasingly computationally intensive charged par-
ticle track reconstruction. A challenge for the conceptualization process will be to forge effective
collaborative efforts between the experiments to solve the software issues.
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In developing a broad vision for HL-LHC computing, we need to understand how experts from
the worlds of software engineering, data science, computer science, and project management can
contribute to our efforts. The areas they can help us address include:

• developing “enterprise computing models” to balance investments in software engineering
compared to hardware and to balance computing power versus storage requirements, also
accounting for operating costs (personnel, wall power, cooling, real estate, etc.);

• determining the life-cycle cost of purchasing and maintaining hardware compared to buying
resources from commercial cloud services;

• understanding the trade-offs between software optimized for individual experiments and soft-
ware which is commonly developed and used, but optimized for no one.

• understanding how to develop and maintain sustainable software, including design, documen-
tation, and training.

• understanding what tools already exist in other scientific disciplines or are being planned.

Table 1: Mass storage used by the LHC exper-
iments in 2014, corresponding to the full Run 1
statistics. Numbers extracted from the CRSG re-
port, CERN-RBB-2015-014 [24]. During the HL-
LHC era, the experiments plan to record data from
100 times as many collisions, although it will be
necessary to store less data per event.

Experiment Disk Usage (PB) Tape Usage (PB) Total (PB)
ALICE 20 15 35
ATLAS 86 73 159
CMS 59 69 128
LHCb 15 16 31
Total 180 173 353

Several scales define the computing needs
of the experiments. One of the simplest met-
rics is the size of the datasets. At CERN’s Re-
source Review Board meeting in April, 2015
the Computing Resources Scrutiny Group
(CRSG) reported their findings. The 2014
tape and disk storage requirements for each
of the experiments is summarized in Table 1.
In the HL-LHC era, the number of events pro-
duced in the detectors will increase by a factor
of 100. The experiments are all financially
constrained – while all want to record data
from (at least) 100 times as many events, it
will be necessary to record less data per event to fit into the anticipated budget envelopes. In
addition to the data stored on tape and disk, the experiments will need to process proportionately
more data in their high level triggers, and they will need to generate and analyze proportionately
more simulated data. The CSRG made several comments and recommendations. The first two are:

1. As reported previously, the experiments’ requests for Run 2 are made keeping in mind a flat
funding profile (not adjusted for inflation). However, we see a tendency as Run 2 progresses
for the experiments’ requests to outstrip the growth that can be accommodated by this profile.

2. The CRSG strongly supports software engineering development and recommends that suffi-
cient effort be funded to support this. Improving the efficiency of software, including making
optimal use of new hardware designs is essential to mitigate the growth in resource use.
There have been substantial improvements made for Run 2. In the longer term, with orders-
of-magnitude increases in the expected computing needs for Run 3, this work is even more
essential (emphasis added).

As a reminder, Run 2 is starting now (summer 2015), and Run 3 will start circa 2020 or 2021. Run
4 will mark the beginning of the HL-LHC era. Investing in sustainable and innovative software
infrastructure to reap the benefits of the upgraded accelerator and detectors is necessary to achieve
the promised scientific reach of these instruments.

4 Conceptualization Activities and the HEP Community

A HEP S2I2 with a focus on the physics of the HL-LHC will need to be part of a coherent
international effort including U.S. university-based scientists, DOE-funded laboratory staff, and
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scientists from outside the U.S. The questions to be addressed during the conceptualization process
include both possible projects for an S2I2 as well as the wider community context for these efforts.
The success of this conceptualization process requires engaging a diverse group of people from the
LHC software and computing community, as well the more general HEP, scientific computing, and
computer science worlds. The specific workshops and deliverables we will describe later (Sec. 5) take
into account the need to understand both the global context and eventual specific S2I2 activities
of the U.S. university community.

To prepare this proposal we have had preliminary discussions with many key individuals from
the community. In particular we have made contact with all 4 LHC experiments, the CERN and
FNAL software groups, the Open Science Grid (OSG) and the Worldwide LHC Computing Grid
(WLCG), all of whom are significant producers or consumers of software within HEP. To build on
the expertise of others, we have contacted the Software Sustainability Institute (SSI) in the UK
and the NSF-sponsored “Data and Software Preservation for Open Science” (DASPOS) project.
Several specific individuals from the Computer Science and HEP Theory communities have also
agreed to take the lead in helping us identify and bring on board others from those communities.
Last, but not least, we have engaged a large number of U.S. university groups, as well as a handful
of international groups, all with interests and experience in software and computing.

An aggregate description of those we have contacted and who have already committed to par-
ticipation in various ways in the conceptualization process is included as “Other resources” in the
Princeton Facilities Plan. Specific details are in the individual letters of commitment. Elmer,
Neubauer and Sokoloff will act as the initial Steering Committee to guide the process. Starting
from these key players, during the first three months we will organize the workshops and working
groups with specific charges for the kick-off workshop. The set of key players we chose was meant
to guarantee that we had a basic set of collaborators representing all of the relevant areas. If this
proposal is funded, we will begin an even broader process to involve our community. We include
here some additional notes on specific entities within the community.

HEP Software Foundation (HSF): A recent effort within our community is the HEP Software
Foundation (HSF) [25]. The HSF aims to “facilitate coordination and common efforts in high
energy physics software and computing internationally”. Several workshops have been held over
the past year at CERN, SLAC and at the CHEP 2015 conference in Okinawa [26–28]. More than
∼200 individuals have participated, representing most HEP experiments and labs. The significant
interest in these initial HSF workshops demonstrates recognition by the community of the challenges
ahead and a widespread interest and motivation for finding common software solutions.

The HSF is an “umbrella” for community activities, not a project itself. Eventual substance is
to be provided as an aggregate of individually funded community-oriented projects and initiatives,
in a fashion similar to the Apache Software Foundation [29]. Two recent examples of such projects
are the NSF SI2-funded DIANA project [30] and the software work package in the EU-funded AIDA
2020 project [31], both of which feature cross-experiment activities aimed at producing community
software. In addition several topical working groups have been formed on software licenses, software
packaging, and educational and training activities. Although the HSF aims more broadly in HEP
than the HL-LHC, its goals are completely consistent with the proposed S2I2 conceptualization
process. The S2I2 conceptualization workshops we propose will themselves be co-branded as HSF
workshops and build on and accelerate the work done thus far by HSF.

DOE HEP Forum for Computing Excellence (HEP-FCE): Following the Snowmass com-
puting activities [32] the DOE organized a workshop “Topical Panel Meeting on Computing and
Simulations in High Energy Physics”. The resulting report [33], along with the P5 panel report [4],
led to the creation of a “Forum for Computing Excellence” (HEP-FCE) to coordinate efforts be-
tween the DOE labs. The HEP-FCE aims at at supporting not only HL-LHC (Energy Frontier)
activities, but also the cosmic and intensity frontiers. The HEP-FCE is very much in the formative
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stage and its co-leads have committed to participating in the activities described here. The collab-
oration of HEP-FCE with the NSF S2I2 Conceptualization process should lead to a coherent and
complementary plan for the principal U.S. entities.

5 Deliverables and Timeline

There are two major deliverables for the S2I2 conceptualization process:

(1) A Community White Paper (CWP) describing a global vision for software and computing
for the HL-LHC era; this will include discussions of elements that are common to the LHC com-
munity as a whole and those that are specific to the individual experiments. It will also discuss the
relationship of the common elements to the broader HEP and scientific computing communities.
Many of the topics discussed here will address issues required for a HEP S2I2 implementation
proposal, but which are also generic to the larger community. These will include

• a broad overview of the grand challenge science of the HL-LHC;

• how new approaches to computing and software can enable and radically extend the physics
reach of the detectors;

• what computing and software research will be required so that computing and software Tech-
nical Design Reports can be prepared several years before Run 4 of the LHC begins; this will
include studies of hardware and software architectures and life-cycle processes and costs.

• identify specific software elements and frameworks that will be required for the HL-LHC era
which can be built and tested during Run 3.

• organizational issues for the common software and for coordinating research of common in-
terest, even when the final products will be specific to individual experiments.

• software development and documentation tools for writing sustainable software;

• identifying and mitigating potential risks

This document will be written with our DOE Laboratory and foreign colleagues. In addition
to providing material for possible S2I2 proposals, it will provide a roadmap for members of the
international HL-LHC community to approach their funding agencies. A first draft of this document
should be ready by the end of first year of the grant.

(2) A separate Strategic Plan identifying areas where the U.S. university community can provide
leadership and discussing those issues required for an S2I2 which are not (necessarily) relevant to
the large community; topics will include:

• where does the U.S. university community already have expertise and important leadership
roles;

• which software elements and frameworks would provide the best educational and training
opportunities for students and postdoctoral fellows;

• what types of programs (short courses, short-term fellowships, long-term fellowships, etc.)
might enhance the educational reach of an S2I2;

• possible organizational, personnel and management structures and operational processes;

• how the investment in an S2I2 can be judged and how the investment can be sustained to
assure the scientific goals of the HL-LHC.

This document will be prepared by members of the U.S. university community. Broad participation
in working groups will be encouraged. Although it is not a project deliverable, a goal of the
conceptualization exercise will be building a team for submitting an S2I2 implementation proposal,
should there be an appropriate solicitation. This plan will be completed 15 months after the
beginning of the conceptualization project.
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5.1 Timeline

The timeline for executing the project will have three phases over approximately 15 months:

Project Establishment (October 2015 - January 2016): During this phase, we will produce a de-
tailed framework for the project. It will culminate in a “kick-off” workshop where the participants
will develop detailed plans for subsequent workshops, prepare an outline of the CWP, and establish
a clear set of expectations for the community. Leading up to this, the PIs will identify conveners
for working groups, develop draft charges for the working groups (to be refined during the first
workshop), and make initial plans for the later workshops. Most of this will be done “virtually”,
(i.e., via email/phone/video-conferencing). We may also invite a small number of participants to
a short, in-person meeting of area conveners to prepare a detailed agenda for the first workshop
and templates for working groups to use in writing their chapters of the CWP. We tentatively plan
to hold the first workshop in January 2016 at the San Diego Supercomputing Center. Its primary
purpose will be to focus on “big picture” software and computing questions for the HL-LHC era
and define detailed charges to the working groups for the topical workshops.

Community White Paper (CWP) Preparation (January 2016 - August 2016): The primary
goal of this phase of the project will be producing the CWP. Its content will be developed by work-
ing groups whose activities will generally correlate with particular chapters. The working groups
will generate ideas and questions in advance of three topical workshops (discussed in Section 5.2),
to be held in the first half of 2016. At the end of each of these, the participating working groups
will identify specific software elements needed for the HL-LHC era and prepare preliminary reports
identifying how development might proceed. Between the workshops, the working groups will meet
“virtually” to flesh-out and polish their reports. The final workshop will be held in summer 2016
at or near CERN. The working groups will present their findings to the full group for discussion
and integration into coherent, draft CWP. The PIs will then serve as primary editors to produce a
publicly distributed document.

Strategic Planning (September 2016 - December 2016): During the final phase of the project,
we will work (primarily) with U.S. University personnel to prepare a Strategic Plan for a possible
NSF-funded scientific software institute to enable both basic science and education. The scope of
possible projects will be coordinated with other stake-holders, including DOE-funded laboratories
in the U.S. and international collaborators, to assure a coherent community-wide effort. In addition
to identifying areas where the U.S. university-based community has special interests and strengths,
the plan will identify possible management structures, mechanisms for continuing assessment, and
appropriate education and outreach activities. The plan will specifically address all issues identified
in the program solicitation, including those not discussed in detail already:

• development, testing and deployment methodologies, validation and verification processes,
end usability and interface consideration, and required infrastructure and technologies;

• the requirements and necessary mechanisms for human resource development, including in-
tegration of education and training, mentoring of students, postdoctoral fellows as well as
software professionals, and proactively addressing diversity and broadening participation;

• potential risks including risks associated with establishment and execution, necessary infras-
tructure and associated technologies, community engagement, and long-term sustainability.

As in the Project Establishment phase, we expect to meet with participants “virtually”. If neces-
sary, we will have face-to-face meetings with specific U.S. university groups.

At each stage, the process will be as open as possible. The initial workshop workshop where
the specific issues to be addressed are defined, and the three intervening workshops, will be held
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in the U.S. to make it as easy as possible for the broad U.S. community (physicists, computer
scientists, and software engineers) to participate in the detailed planning which will be done at
those meetings. The choice of location for the final workshop at, or near CERN, is to encourage
the widest possible participation by our international partners. Even before the first workshop, we
will establish a portal on the web, similar in spirit to that of the P5 panel [34], to communicate
with the broad HEP and related computing communities.

Although the focus of the work will be to tackle issues related to ensuring the scientific success
of the HL-LHC program, many of the issues relate to other scientific projects which will collect
very large data sets. Between the time the CWP is prepared and the Strategic Plan is written,
we will again reach out to the U.S. community for reactions to the CWP and contributions to the
Strategic Plan. A preliminary draft of each document will be distributed at least a month before
the final draft is formally submitted.

5.2 Topical Workshops

We plan to hold three topical workshops. Each will bring together members of specific working
groups to address questions developed in the kick-off workshop and via virtual meetings. At the
end of the workshops, each group will produce a written report to be used as material for the CWP.
The precise definitions of working groups and topics for specific workshops will be determined in the
Project Establishment phase. Our role will be to coordinate and guide the process. We have already
had extensive discussions with people who are interested in participating in the process, and have
identified a number of broad areas which serve as as a starting point pending further discussion.
With these considerations, we propose a possible set of topical workshops (in no particular order)
along with a description of some of the issues that might be discussed:

Workshop 1: Detector Simulation, Triggering, Event Reconstruction and Visualization
Challenges surrounding high pile-up simulation, including the CPU resources needed for large
statistics samples needed to compare with data from high trigger rates, high memory utilization,
generation and handling of the large (min-bias) samples needed to achieve accurate description
of high pile-up collision events, and a flexible simulation strategy capable of a broad spectrum of
precision in the detector response, from “fast” (e.g. parametric) simulation optimized for speed
to full simulation in support of precision measurements and new physics searches (e.g. in subtle
effects on event kinematics due to the presence of virtual particles at high scale). Software required
to emulate upgraded detectors (including the trigger system) and support determination of their
optimal configuration and calibration. Software in support of triggering during the HL-LHC, in-
cluding algorithms for the High-level Trigger, online tracking using GPUs and/or FPGAs, trigger
steering, event building, data “parking” (for offline trigger decision), and data flow control systems.
New approaches to event reconstruction, in which the processing time depends sensitively on in-
stantaneous luminosity, including advanced algorithms, vectorization, and execution concurrency
and frameworks that exploit many-core architectures. In particular, charged particle tracking is
expected to dominate the event processing time under high pile-up conditions. Visualization tools,
not only in support of upgrade detector configurations and event displays, but also as a research tool
for data analysis, education, and outreach using modern tools and technologies for 3D rendering,
data and geometry description and cloud environments.

Workshop 2: Data Access and Management, Workflow and Resource Management
Data handling systems that scale to the Exabyte level during the HL-LHC era and satisfy the needs
of physicists in terms of metadata and data access, distribution, and replication. Increasing avail-
ability of very high speed networks removes the need for CPU and data co-location and allows for
more extensive use of data access over the wide-area network (WAN), providing failover capabilities,
global data namespaces, and caching. Event-based data streaming as complementary to the more
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traditional dataset-based or file-based data access, which is particularly important for utilizing op-
portunistic cycles on HPCs, cloud resources, and campus clusters where job eviction is frequent and
stochastic. Workflow management systems capable of handling millions of jobs running on a large
number of heterogeneous, distributed computing resources, with capabilities including whole-node
scheduling, checkpointing, job rebrokering, and volunteer computing. Systems for measurement
and monitoring of the networking bandwidth and latency between resource targets and the use of
this information in job brokering. Software-defined networking technologies which enable networks
to be configurable and schedulable resources for use in the movement of data.

Workshop 3: Physics generators, Data Analysis and Interpretation, Data and Software Preser-
vation
There are many theory challenges in the HL-LHC era, among them are improving the precision
of SM calculations, better estimation of systematic uncertainties, and elucidation of promising
new physics signals for the experiments. Software needed to make connection between observa-
tions and theory include matrix element generators, calculation of higher-order QCD corrections,
electroweak corrections, parton shower modeling, parton matching schemes, and soft gluon resum-
mation methods. Physics generators that employ concurrency and exploit many-core architectures
will play an important role in HL-LHC, as well better sharing of code and processing between
LHC experimenters and phenomenologists. Data analysis frameworks that include parallelization,
optimized event I/O, data caching, and WAN-based data access. Analysis software that employs
advanced algorithms and efficiently utilizes many-core architectures. Tools and technologies for
preservation and reuse of data and software, preservation and re-interpretation of physics results,
analysis providence and workflow ontologies, analysis capture, and application packaging for plat-
form abstraction. Future software repositories and build platforms that leverage advances in these
areas and improved software modularity and quality control that will allow a broader community
of people to effectively contribute to software in the HL-LHC era.

In addition to addressing topical issues, each group will be expected to address questions which
cut across boundaries, including:

• What are the specific challenges for the HL-LHC?

• What opportunities exist to exploit new or advanced algorithms (e.g. deep learning)?

• How can emerging architectures improve the bang-per-buck and what software evolution is
needed to exploit them?

• Which problems are specific to individual experiments and which are common to the HL-LHC
experiments or to HEP and nuclear physics experiments more generally?

• What is required to make common software packages sustainable?

6 Broader Impacts of the Proposed Work

The focus of the CWP will be an overall software and computing plan for the HEP experiments
and ALICE in the HL-LHC era. It will inform thinking for the preceding “phase-l” upgrade era at
the LHC similarly, and for other scientific experiments collecting very large data sets starting circa
5 years from now. Many of the issues related to effectively using emerging architectures, providing
access to highly distributed data, and developing sustainable software will be of general interest.
Both the CWP and the Strategic Plan will be published in open repositories (such as the arXiv)
and posted on the project’s portal. In addition to addressing overarching issues, each of these
will identify well-defined, self-contained projects that members of the broader HEP and computing
communities can pursue. The scope of projects discussed in the CWP will be much greater than
what an NSF-funded S2I2 can fund. The process of preparing it should encourage additional efforts
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to address big-picture needs. In part, the Strategic Plan will also serve as a template for those
seeking resources from other U.S. or foreign agencies, foundations, or private partners.

The HL-LHC is expected to take data starting more than 10 years from now, and continue for
many years. Consequently, it is critical to engage today’s younger scientists in the S2I2 process,
starting with the conceptualization phase. To this end, at least a quarter of the participants
attending the workshop with project funding will be graduate students or post-docs; at least another
quarter will be relatively early career scientists, those who earned Ph.D.’s fewer than 20 years ago.

An important element of any S2I2 is developing sustainable software. The HEP community has
a long history of writing and supporting community software. The CERN Program Library, also
known as CERNLIB [35], dates back to the 1960s [36]. It is no longer maintained, but many of the
algorithms and packages have migrated from their FORTRAN implementations to C++ libraries
like ROOT [8] (a data analysis framework) and GEANT [9,10] (for detector simulation). In moving
forward, we will actively engage with requirements engineering experts from the computer science
world. This will provide mutual benefits. They will help the HEP community understand generally
accepted best practices for designing software intended for use over extended periods as hardware,
operating systems, and languages evolve. At the same time, we will grant them access to our
community: they will be able to study the practice of large-scale scientific software development
from the inception of the S2I2 process through the development of the software to its long-term
use. By working directly with the practitioners, they will be able to better understand both the
technical and social challenges encountered, and help develop real-world solutions. Not only will
this help us, it will also allow them to incorporate what they learn into recommendations for other
communities developing large scientific infrastructures.

7 Summary

The confirmation that all observed matter-antimatter asymmetries (CP violation) in the quark
sector are dominated by the single Kobashyi-Maskawa phase of the CKM matrix, plus the discovery
of Higgs boson by ATLAS and CMS, have cemented the role of the Standard Model of particle
physics as the correct description of the electro-weak and strong nuclear interactions of leptons and
quarks. The focus of research in the field is now BSM physics, including: what is dark matter? why
are there (only) three generations of quarks and leptons? why do the masses of the fundamental
particles vary so strongly, both within generations and from one generation to the next? are
neutrinos their own antiparticles? does nature express additional symmetries? does spacetime
extend past the three-plus-one dimensions we know? The LHC is poised to address many of these
questions uniquely well, and others from unique perspectives. The accelerator energy was just
upgraded from 8 TeV to 13 TeV and the luminosity is planned to increase so that the experiments
can collect data from 100 times as many pp interactions in the high-luminosity era as were studied
in Run 1. The increased reach for transformative scientific discoveries is similar to that achieved
between the inception of the LHC and its discovery of the Higgs boson.

The LHC detectors are all being upgraded to read out and record the higher data rates antici-
pated. To keep up with these higher rates, the software and computing infrastructures must evolve
similarly. During Run 1 the experiments stored a third of an exabyte of data on tape and disk.
In Run 3, LHCb will process exabytes of data per year flowing out of the detector, into a pure
software trigger; ATLAS and CMS will each store exabytes of data offline. Detailed projections for
the HL-LHC era (Run 4 and beyond) are not yet credible, but the number of electronics channels
reading out the detectors will increase, and the occupancies will increase at least in proportion
to the luminosity. To realize the promise of higher rates and improved instruments, software and
computing must improve in parallel. The challenges are multi-dimensional: they span the fields of
physics, computer science, and software engineering; they range from low-level algorithms to data
structures and frameworks; they include understanding how to use emerging architectures and how
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to design and write sustainable software for an enterprise that will extend for 15 to 20 years.
Developing sets of questions and identifying software projects that are required for the LHC

experiments to take full advantage of the investments being made in the accelerator and the de-
tectors are the primary goals of the conceptualization project. In addition, the process of hold-
ing workshops and preparing the Community White Paper (CWP) and Strategic Plan will be a
community-building exercise. It will provide a forum for U.S. university-based researchers to col-
laborate with DOE-funded laboratory researchers and peers from outside the United States. It
will bring together physicists with computer scientists and software engineers. The HEP Software
Foundation was recently created as a light-weight umbrella organization for groups from across the
field to bring resources and share responsibilities for creating common tools. Building on this spirit,
the conceptualization project we propose will provide a mechanism for moving forward coherently.
The Strategic Plan will serve as a conceptual design for U.S. university-based researchers to pre-
pare an S2I2 implementation proposal. The CWP will provide a bigger picture of the software
required to ensure the success of the HL-LHC. It will also serve as a starting point for discus-
sions about where other groups will focus their efforts, and it will help them prepare proposals to
their funding agencies. With a bit of luck, it will help create an efficient international effort. The
large number of letters of collaboration from individual collaborators, the experiments’ computing
managements, and members of the computer science, software engineering, and larger scientific
computing communities inspires confidence that the project will achieve its goals.
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